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Abstract

Automating molecular design using deep reinforcement learning (RL) has the po-
tential to greatly accelerate the search for novel materials. Despite recent progress
on leveraging graph representations to design molecules, such methods are fun-
damentally limited by the lack of three-dimensional (3D) information. In light of
this, we propose a novel actor-critic architecture for 3D molecular design that can
generate highly symmetric molecular structures. This is achieved by exploiting
the symmetries of the design process through a rotationally covariant state-action
representation based on a spherical harmonics series expansion. We demonstrate
that building in such symmetries allows our agent to generate molecules that were
unattainable with previous approaches.

1 Introduction

The search for molecular structures with desirable properties is a challenging task with important
applications in de novo drug design and materials discovery [1]. There exist a plethora of machine
learning approaches to accelerate this search, including generative models based on variational au-
toencoders (VAEs) [2], recurrent neural networks (RNNs) [3], and generative adversarial networks
(GANs) [4]. However, the reliance on a sufficiently large dataset for exploring unknown regions
of chemical space is a severe limitation of such supervised models. Recent RL-based methods
[5, 6, 7, 8, 9, 10, 11, 12, 13] mitigate the need for an existing dataset of molecules as they only
require access to a reward function.

Most approaches rely on graph representations of molecules, where atoms and bonds are represented
by nodes and edges, respectively. This is a strongly simplified model designed for the description
of single organic molecules. It is unsuitable for encoding metals and molecular clusters as it lacks
information about the relative position of atoms in 3D space. Further, geometric constraints on the
design process cannot be included, e.g. those given by the active site of an enzyme. A more general
representation closer to the physical system is one in which a molecule is described by its atoms’
positions in Cartesian coordinates. In light of this, Gebauer et al. [14, 15] proposed a supervised gen-
erative model for sequentially placing atoms on a 3D grid. Similar to other supervised approaches,
one further requires a dataset that covers the particular class of molecules to be generated. Hammer
and coworkers [12, 16] employed a Deep Q-Network [17] to build planar compounds and crystalline
surfaces by placing atoms on a grid.

In this work, we develop a novel RL approach for designing molecules in Cartesian coordinates that
explicitly encodes the symmetries of the molecular design process. The agent builds molecules by
consecutively placing atoms such that if the generated structure is rotated or translated, the agent’s
action is rotated and translated accordingly (see Fig. 1 (a)). We achieve this through a rotation-
ally covariant state representation based on spherical harmonics, which we integrate into a novel
actor-critic network architecture with an auto-regressive policy that maintains the desired covari-
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ance. Building in this inductive bias enables us to generate highly symmetric molecular structures
that were unattainable with previous approaches.

Figure 1: (a) Illustration of a rotation-covariant state-action representation. If the structure is rotated
by R, the position x of the action transforms accordingly. (b) Rollout with bag B0 = SOF4. The
agent builds a molecule by repeatedly taking atoms from the bag and placing them onto the 3D
canvas. Bonds connecting atoms are only for illustration and not part of the MDP.

2 Background

Following Simm et al. [13], we design molecules by iteratively picking atoms from a bag and po-
sitioning them on a 3D canvas. Such a sequential decision-making problem is described by an
MDP where the state st = (Ct,Bt) comprises both the canvas Ct and the bag Bt. The canvas
Ct = C0∪{(ei, xi)}t−1i=0 is a set of atoms with chemical element ei ∈ {H,C,N,O, . . . } and position
xi ∈ R3 placed up to time t − 1, where C0 can either be empty or contain a set of initially placed
atoms. The number of atoms on the canvas is denoted by |Ct|. The bag Bt = {(e,m(e))} is a
multi-set of atoms yet to be placed, where m(e) is the multiplicity of the element e. Each action
at = (et, xt) consists of the element et ∈ Bt and position xt ∈ R3 of the next atom to be added
to the canvas. Placing an atom through action at in state st is modeled by a deterministic transition
function T (st, at) that yields the next state st+1 = (Ct+1,Bt+1) with Bt+1 = Bt\et. The reward
function r(st, at) = −∆E(st, at) is given by the negative energy difference between the resulting
structure described by Ct+1, and the sum of energies of the current structure Ct and a new atom of
element et placed at the origin, i.e. ∆E(st, at) = E(Ct+1)− [E(Ct) + E({(e,0)})]. Intuitively, the
reward encourages the agent to build stable, low-energy structures. An example of a rollout is shown
in Fig. 1 (b). At the beginning of the episode, the agent observes the initial state (C0,B0) ∼ µ0(s0),
e.g. C0 = ∅ and B0 = SOF4. The agent then iteratively constructs a molecule by placing atoms
from the bag onto the canvas until the bag is empty.1

3 Covariant Policy for Molecular Design

A function f : X 7→ Y is invariant under a transformation operator Tg : X 7→ X if f(Tg[x]) = f(x)
for all x ∈ X , g ∈ G, whereG is a mathematical group. In contrast, f is covariant with respect to Tg
if there exists an operator T ′g : Y 7→ Y such that f(Tg[x]) = T ′g[f(x)]. We require a policy π(a|s)
with actions a = (e, x) that is covariant under translation and rotation with respect to the position x,
i.e., x should rotate (or translate) accordingly if the atoms on the canvas C are rotated (or translated).
Since learning such a policy is difficult when working directly in global Cartesian coordinates, we
instead follow Simm et al. [13] and use an action representation that is local with respect to an
already placed focal atom. If the next atom is placed relative to the focal atom, covariance under
translation of x is automatically achieved and only the rotational covariance remains to be dealt with.

As shown in Fig. 2, we model the action a through a sequence of sub-actions: (1) the index2 f ∈
{1, . . . , |C|} of the focal atom around which the next atom is placed, (2) the element e ∈ {1, . . . , Ne}
of the next atom from the set of available elements, (3) a distance d ∈ R+ between the focal atom
and the next atom, and (4) the orientation x̃ = (ϑ, ϕ) ∈ S2 of the atom on a unit sphere around the

1Hereafter, we drop the time index when it is clear from the context.
2If the canvas C0 is empty, the agent selects an element e0 ∈ B0 and places it at the origin, i.e. a0 = (e0,0).
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focal atom. Denoting xf as the position of the focal atom, we obtain action a = (e, x) by mapping
the local coordinates (x̃, d, f) to global coordinates x = xf + d · x̃, where x is now covariant under
translation and rotation. We choose these sub-actions using the following auto-regressive policy:

π(a|s) = π(x̃, d, e, f |s) = p(x̃|d, e, f, s) p(d|e, f, s) p(e|f, s) p(f |s). (1)
Next, we present a novel actor-critic [18] neural network architecture that implements this policy.
The parameters are learned with PPO [19].

Figure 2: Action representation of the auto-regressive policy. The agent chooses focal atom f ,
element e, distance d, and orientation x̃. We then map back to global coordinates x to obtain action
a = (e, x). Bonds between atoms are only for illustration.

3.1 State Embedding

The state embedding network transforms canvas C and bag B to obtain a rotationally covariant and
translationally invariant representation. For that, we employ CORMORANT [20], a neural network
architecture for predicting properties of chemical systems that works entirely in Fourier space. A key
feature is that each neuron is covariant to rotation but invariant to translation; further, each neuron
explicitly corresponds to a subset of atoms in the molecule.

We concatenate a vectorized representation of the bag with each atom on the canvas and feed it into
CORMORANT, i.e. scov ← CORMORANT(C,B), where scov = {scov

` }
Lmax
`=0 , scov

` ∈ C|C|×τ×(2`+1),
and τ is the number of channels. For the sake of exposition, we assume a single channel for each
element in the bag, i.e. τ = Ne; in practice, we use up to four channels per element.

However, not every sub-action in Eq. (1) should transform equally under rotation and translation.
While the orientation x̃ needs to be covariant under rotation, the choice of focal atom f , element e,
and distance d has to be invariant to rotation and translation. For these sub-actions, we additionally
require an invariant state representation. To obtain such a representation sinv ∈ R|C|×k, we employ
a combination of transformations from Anderson et al. [20], which we collectively denote as Tinv.

3.2 Actor-Critic

Focal Atom and Element The distribution p(f |s) over the focal atom f is modeled as categorical,
f ∼ Cat(f ;hf ), where hf are the logits for each atom in C predicted by a multi-layer perceptron
(MLP). Likewise, the distribution over the element e is given by p(e|f, s) = Cat(e;he) with he =
MLPe(sinv

f ), where sinv
f is the invariant representation for the focal atom.

Distance We select the channel τe corresponding to element e from scov
f to obtain scov

f,e :=

{scov
`f,e
}`=0,...,Lmax and sinv

f,e ← Tinv(scov
f,e). Then we model the distribution over the distance d be-

tween the focal atom and the next atom to be placed as a mixture of M Gaussians, p(d|e, f, s) =∑M
m=1 πm N (µm, σ

2
m), where πm is the mixing coefficient of the m-th GaussianN (µm, σ

2
m). The

mixing coefficients and the means are predicted by a mixture density network (MDN) [21], i.e.
{πm, µm}Mm=1 = MDN(sinv

f,e). The standard deviations {σm}Mm=1 are global parameters.

Combining Invariant and Covariant Features We condition scov
f,e on distance d through a non-

linear and learnable transformation that preserves rotational covariance. We obtain a rotationally
covariant representation r̂ := {r̂`}`=0,...,Lmax conditioned on all previous sub-actions as follows:

r̂` =
[
scov
`f,e
⊕ d · scov

`f,e
⊕ (d · scov

f,e ⊗cg d · scov
f,e)`

]
·W` ∀`, (2)

where ⊕ denotes the appropriate concatenation of matrices, ⊗cg is the channel-wise CG product
[20], and W` is a learnable complex-valued matrix.
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Figure 3: (a) Average offline performance on the bags SOF4 (left) and IF5 (right) across 10 seeds.
In the lower right, molecular structures generated by the agents are shown. Dashed lines denote the
optimal return for each experiment. Error bars show two standard deviations. (b) Further molecular
structures generated by COVARIANT, namely SOF6 and SF6.

Orientation Next, we utilize r̂ to obtain a rotationally covariant spherical distribution for the
orientation x̃ based on a spherical harmonics series expansion. Taking inspiration from commonly
used distributions [22], we propose to use the following expression:

p(x̃|d, e, f, s) =
1

Z
exp

−β ∣∣∣∣∣ 1√
k

Lmax∑
`=0

∑̀
m=−`

r̂m` Y
m
` (x̃)

∣∣∣∣∣
2
 , (3)

where β ∈ R is a scaling parameter, 1/
√
k with k =

∑Lmax
`=0

∑`
m=−`|r̂m` |2 regularizes the distribu-

tion so that it does not approach a delta function, and Z is estimated via Lebedev quadrature [23, 24].
We sample from the distribution in Eq. (3) using rejection sampling [25] with a uniform proposal
distribution q(x̃) = (4π)−1. In contrast to more commonly used parametric distributions (e.g. von
Mises-Fisher), this formulation allows to model multi-modalities.

Critic To compute a value V , we apply a permutation-invariant set encoding [26] over the atoms
in sinv, i.e. V (s) = MLPρ

(∑|C|
i=1 MLPφ(sinv

i )
)
.

4 Experiments

We evaluate the ability to build stable molecules featuring high symmetry and coordination num-
bers (e.g. trigonal bipyramidal, square pyramidal, and octahedral) with bags SOF4, IF5, SOF6, and
SF6. We compare our approach (COVARIANT) with the RL agent proposed by Simm et al. [13],
which iteratively builds molecules on a 3D canvas by working in internal coordinates (INTERNAL).
In particular, INTERNAL chooses a distance, angle, and dihedral angle with respect to already placed
reference atoms which are determined based on their distance to the focal atom. As shown in Fig. 3
(a), COVARIANT can solve the task for SOF4 and IF5 within 30 000 to 40 000 steps, whereas IN-
TERNAL fails to build low-energy configurations. That is because in symmetric states, there can be
multiple, indistinguishable sets of reference atoms which lead to different actions. Further results in
Fig. 3 (b) for SOF6 and SF6 show that COVARIANT can build such structures.

5 Conclusion

We proposed a novel covariant actor-critic architecture based on spherical harmonics for designing
highly symmetric molecules in 3D. In future work, we aim to employ more accurate quantum-
chemical methods (e.g., density functional theory) and improve sample-efficiency. Finally, we aim
to explore reward functions specifically tailored towards drug design.
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