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1 Introduction

The development of new drugs and functional materials is an important but expensive process. It can
be framed as an optimization problem of desired properties over chemically stable and synthetically
feasible molecules, denoted as inverse molecular design problem [1, 2]. The search space is enormous
though [3] and therefore exhaustive search is not feasible. Therefore, various A.I. approaches exist to
tackle this problem, including variational autoencoders (VAEs) [4, 5], generative adversarial networks
(GANs) [6] or genetic algorithms [7, 8, 9].

One other approach is Reinforcement Learning which allows for de novo molecular design [10],
potentially far away from any known data distribution [11, 12, 13, 14]. However, due to the vast
chemical space, efficient exploration is necessary.

Here we take inspiration from the field of RL for video games, where the idea of curiosity [15] was
able to demonstrate exceptional results without access to actual rewards from the environment [16].
Curiosity falls under the wider category of intrinsic motivation techniques [15, 17, 18], which are
loosely modeled after human curiosity. Inspired by this work we propose intrinsic motivation for
molecular design and show that the most curious agents perform best in three different benchmarks.
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2 Reinforcement Learning for molecular design

In Reinforcement Learning, we try to find a policy π(at|st), that outputs an action at given a state st,
so that the reward rt it receives is maximized over an episode. We use PPO to train the policy with
hyperparameter provided in the original paper [19].
For molecular design, we define the state st as the SELFIE [20] string (a string representation for
molecules with 100% validity for any string) that is so far constructed. The action at is the next
character to be appended to the string. The molecule is finished either when the max number of steps
is reached, which we set to 35 throughout our experiments, or the agents use the [STOP] symbol.
For some property p that we wish to optimize, and by denoting the molecule at time step t as mol(t),
the reward can be formulated as

rt = p(mol(t))− p(mol(t− 1)) (1)

since the cumulative reward
∑T

t=0 γ
trt = p(mol(t)) for γ = 1.

We identify two problems with RL for molecular design. One is, that the agent potentially has to
navigate a vast chemical space. The second problem is that RL does not optimize for what we really
care about in molecular design: We are interested in the molecule with the highest reward. However,
RL optimizes for a policy that yields the highest expected reward, which is not the same as the highest
reward for any policy with entropy H(π) > 0 (so for any non-deterministic policy). H(π) > 0
is needed for exploration though. So the need for exploration is in direct conflict with the fidelity
of the objective function. This can be seen in figure 1. Note, that the highest peak of the reward
function is around 10, but the highest peak of the expected reward is around -10. For molecular string
representations, the high but skinny peak translates to an optimal string with high reward, where just
a few errors from the optimal string cause a significant drop in reward. The lower but wider peak
corresponds to a locally optimal string that is more robust to errors.

3 Related Work

The literature on reinforcement learning often distinguishes between intrinsic and extrinsic rewards.
An extrinsic reward is anything that comes directly from the environment. Intrinsic rewards are any
rewards that are generated by the agent itself.
[15] introduced an intrinsic reward called curiosity. The basic idea of curiosity is to guide the
exploration of an agent into regions of the state space, where it has not understood the effect of its
actions on the environment. They introduced a separate network, that tries to predict the next state
after taking an action. Then, the error of that prediction is the intrinsic reward, and the total reward is

rtotal(t) = rextrinsic(t) + αrintrinsic(t) (2)

The curiosity module can also be seen as a memory in the state-action space, since the more often the
agent is in a certain region of that space, the smaller the prediction error is going to be. By implicitly
remembering the regions of the state-action space it has already explored, the agent will continue
exploring new regions and not get stuck in local optima. This situation is depicted in 1. This way,
when applied to molecular design, it can also help with the problem described in 2 as the agent will
not get stuck in the global optima of the expected reward that is actually only a local optimum for the
reward function we care about.

4 Curiosity for molecular design

Building on this intuition, we propose to use a prediction module that predicts the property of the
next molecule, and add the prediction error

rintrinsic(t) = dist(
∧

p(mol(t, θ), η), p(mol(t, θ)) ·mask(mol(t, θ)1...batch size) (3)

as an additional reward signal (see figure 2). Here p̂(·, η) is the model parameterized by η that tries to
predict the real value of the considered property of the molecule. mol(t, θ) is the molecule the agent
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Figure 1: A schematic illustration of how the reward surface changes during training.
Upper row: Without curiosity, the reward stays constant during training. Once the agent is on a local
or global maximum, it will not leave it anymore. Also note, that the global maximum of the extrinsic
reward (what we care about), is not the same as the global maximum of the expected extrinsic reward
(what we optimize for without curiosity)
Bottom row: Step a): The predictor network is not trained yet. The model generates a batch of
samples and trains the predictor; Step b) The intrinsic reward (prediction error) goes down around the
optimum, and the agent moves to the left into a new optimum; Step c) The intrinsic reward around the
local optimum goes down after a while and the agent moves to the right; Step d): Again, the intrinsic
reward goes down around the local optimum and the agent moves further to the right, approaching
the desired optimum

parameterized by θ generates at time step t and dist(·, ·) is a distance metric, for example L1 or L2.
We also optionally multiply the prediction error by a function mask(mol(t, θ)1...batch size) that gets the
whole batch of molecules as input, and masks off the curiosity reward for all molecules which target
property is worse than the average in the batch. We call this formulation the greedy curiosity.
We also consider two options for training the predictor network: The first is to update the predictor
network after every episode with the new batch of generated samples. A potential downside of this is,
that the predictor might forget about older samples. The second option is to use a buffer and collect
and train the predictor on all samples. One can either reinitialize the predictor every time before
training, which makes it very resource-intensive or once can do warm starts. However, old samples
will be seen more often than new samples, leading to overfitting. Thus we opted for reinitializing and
training the predictor only two times, after 200 and again after 500 episodes.
Instead of memory in the state-action space, our curiosity module can be viewed as a memory only

in the state space. We do not predict the state as in [15]. The reason is, that given the current state
(the string so far), and the next action (the character to append), predicting the next state (the string
so far with the new character appended) is trivial.
We also consider a very simple alternative where we explicitly store the last N molecules into a buffer
and calculate the average Tanimoto Similarity (TS) of the Morgan Fingerprints (MF):

rintrinsic, alternative(t) = −
1

N

N∑
i=0

TS(MF(mol(t)),MF(moli)) (4)

This approach has the downside, that the Tanimoto similarity of Morgan fingerprints is not problem
specific. In comparison, molecules with a low prediction error are close to previously encountered
molecules in some problem specific feature space.
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Figure 2: Architecture of the curiosity module. The so far generated string st is encoded and used to
predict the next action at to append to the string. The new string is used to calculate the property that
is ought to be optimized. The same string is used to estimate the target property.

Curiosity weight α rintrinsic, alternative dist Greedy curiosity Use buffer Best QED
1 False L2 False False 0.918
1 False L1 False False 0.916
0.1 False L2 False False 0.898
0 - - - - 0.889
0.1 True False False - 0.883

(a) Results for the QED task

Curiosity weight α rintrinsic, alternative dist Greedy curiosity Use buffer Best pLogP
1 False L2 False False 10.364
1 False L1 False False 10.364
0 - - - - 9.580
0.1 True - - - 9.580

(b) Results for the plogP task

Curiosity weight α rintrinsic, alternative dist Greedy curiosity Use buffer Best similarity
1 False L1 False False 0.239
1 False L1 True False 0.237
1 False L2 False False 0.236
0.1 True L2 True - 0.224
0 - - - - 0.186

(c) Results for the similarity task

Table 1: The best values of the generated molecules, averaged over the 3 runs for the 3 best
performing hyperparameter settings over all tasks. Additionally the average best value of an agent
without curiosity (α = 0), and one that uses rintrinsic, alternative are shown. The best agents all used the
intrinsic reward (α = 1).

5 Experiments

We test our method by training 3 agents for each set of hyperparameters on 3 different tasks. The
three tasks are optimizing for QED, pLogP, and similarity (in terms of Tanimoto similarity of Morgan
fingerprints) to the target molecule Celecoxib. For pLogP the global optimum is the sulfur chain. It
turned out, that all agents got stuck in the local minima of the carbon chain though. Thus, we made
the task slightly easier by providing the [S] symbol as the initial state.
The considered hyperparameter sets are all possible combinations of α = {0, 0.01, 0.1, 1},
rintrinsic, alternative, L1/L2, Greedy curiosity and Usage of the buffer.
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5.1 Results

The averaged results of the 3 runs for the best performing hyperparameter sets are shown in table 1a -
1c for the 3 different tasks. Additionally the best value for an agent without curiosity (α = 0) and the
best value for an agent using rintrinsic, alternative are shown. The agents with curiosity perform the best,
moreover, the best-performing agents always have the highest α from all tested hyperparameter sets.
For the pLogP task, only two agents, both of which use curiosity, have found the sulfur chain. This
indicates, that curiosity indeed can help to escape local optima.
The alternative formulation of the intrinsic reward seems to help for the similarity task but not on the
QED task and does not help to find the sulfur chain.
The version where we optimize the predictor network after every step of the agent consistently
performed better than the version where we used a buffer, which is probably due to the fact, that we
trained the predictor only two times during the agents life time.

6 Conclusion

In this work, we develop curious agents in the domain of molecular design, and show that they
outperform their lesser curious competitors in three distinct molecular design tasks. Our results
point towards a new, efficient RL-based exploration strategy for identifying new high-performance
molecules and compounds.

In order to apply this technique to practical applications that require molecules that are one order
of magnitude larger, we need to better understand how this technique scales with the size of the
chemical space. While it seems clear that stronger exploration techniques are advantageous, this
intuition actually needs to be confirmed in computational experiments.
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