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Abstract

Learning distributions over graph-structured data is a challenging task with many
applications in biology and chemistry. In this work we use an energy-based model
(EBM) based on multi-channel graph neural networks (GNN) to learn permutation
invariant unnormalized density functions on graphs. Unlike standard EBM training
methods our approach is to learn the model via minimizing adversarial stein
discrepancy. Samples from the model can be obtained via Langevin dynamics
based MCMC. We find that this approach achieves competitive results on graph
generation compared to benchmark models.

1 Introduction

Modeling and generating molecular structures is of great value in applications such as drug discovery
[5] and immunology [6]. Graphs provide a useful mathematical abstraction to express and analyse
molecular structures. They have also been frequently used to captures relational structure in lan-
guage processing[14], systems [4] and bio-chemistry[5] . Generative models for graphs also have
applications in network analysis [1], chemical analysis [20] and other fields.

Recently there have been a number of works on learning generative models of graphs from data. One
framework for such models is latent variable based autoencoders. This framework includes models
such as GraphVAE [31] and junction tree variational autoencoders [19]. These models typically
use a graph neural networks (GNN) [12, 30] to encode the graph into a latent space, and generate
samples by decoding latent variables sampled from a prior distribution. Another paradigm for graph
generation is grow the graph one node (or one subgraph) at a time. Li et al. [22], You et al. [37], Liao
et al. [23] take such an autoregressive approach, where graphs are generated sequentially

Our work focuses on using Energy based models (EBM) to model permutation invariant distributions
on graphs. Unlike the earlier mentioned auto-encoding and autoregressive approaches, energy-based
model provides an extremely flexible way to model densities. This allows one to naturally enforce
desirable inductive biases and incorporate domain knowledge into the models. For example one
can write models which by construction are permutation invariant by choosing appropriate energy
function. EBMs and similar global unnormalized models have long been used for schema-modeling
[7, 10] and structure prediction [2]. They have also shown promise in applications like speech
processing [35] and protein-folding [8, 17].

In this work we utilize GNNs to construct a permutation invariant EBM for distribution over graphs.
More specifically we used the learnable multi-channel approach used in [27] to design our energy
function. Then we rely on using modification of Stein’s Identity [33] to adversarially train EBMs
without the need to sample which allows scaling to larger datasets.

2 Preliminaries

A graph G is a tuple of finite set of nodes VG and a finite set of edges EG which connect the nodes.
Each edge e is identified by a node pair (u, v). A graph G is said to be undirected if its edges are
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be undirected i.e. if (u, v) ∈ EG then its implied that (v, u) ∈ EG. Any unweighted graph can be
represented by a symmetric matrix A ∈ {0, 1}|VG|×|VG| called its adjacency matrix. We shall use
the adjacency matrix representation for our graphs. In general the adjacency matrix representation
A of a graph depends on the ordering of nodes. However in this paper we will be dealing only
with permutation invariant functions. A distribution of graphs is then equivalent to a distribution of
adjacency matrices p(A).

2.1 Energy Based Models

Energy-based models (EBMs) assign to each point x in the input space Ω an unnormalized log
probability Eθ(x). EBMs get their name from the so-called energy function, which is simply E . This
function fully specifies the distribution over the data as :

pθ(x) = exp(Eθ(x))/Z(θ)

Here, θ represents the model parameters, and Z(θ) =
∑
x∈Ω exp(Eθ(x)) is the normalization

constant. Because Z(θ) is typically intractable, most EBMs cannot be trained by maximum likelihood
and instead must rely on alternatives relying on MCMC sampling; which is unscalable for large
datasets. There are also sampling-free methods to train non-normalized models. We refer to Appendix
C for discussion of such methods.

2.2 Stein Discrepancy

Stein Discrepancy [11] between two distributions p and q is given by:

S(q, p) = max
f∈F

Eq(z)[(∂z log p(z))T f(z) + Tr(∂zf(z))]

where F is the family of function to over which the maximization is done. This was proposed as an
extension Stein’s Identity [33] and it can be shown that if F is a sufficiently rich class of functions,
then the above expression is indeed a divergence [11]. Note that the terms inside the expectation
can be computed even for an unnormalized distribution p since ∂z log p(z) does not depend on the
normalization constant of p.

3 Adversarial Stein Training for Graph Energy Models

In this section we present our approach for modeling graph distributions dubbed ASTRAGEM (
Adversarial Stein Training for Graph Energy Models ). Our approach consists of three components.
First using an Edgewise Dense Prediction Graph Neural Network (EDPGNN) [27] architecture
we write a powerful permutation invariant energy function. Second we use a novel approach
(labeled Adversarial Stein Training) to learn such energy models without requiring computationally
burdensome sampling during training.

We utilize the idea of estimating the Stein Discrepancy [11] via optimization over parametric function
spaces. We restrictF to be the space of functions computable by a specific neural network architecture
C which is parameterized by ψ. The discrepancy measured by a specific instance of the network Cψ

S(q, p, ψ) = Eq(z)[(∂z log p(z))TCψ(z) + Tr(∂zCψ(z))]

A quantitative value of the Stein discrepancy Ŝ can then be obtained via maximizing S(q, p, ψ). From
the perspective of implementation we perform this optimization via gradient descent

Ŝ(q, p) = max
ψ

Eq(z)[(∂z log p(z))TCψ(z) + Tr(∂zCψ(z))]

Note that computing the above discrepancy only requires samples from q. Furthermore computing
the ∂z log p(z) for an EBM is simple as:

∂z log p(z) = ∂z log exp(Eθ(z))/Z(θ) = ∂zEθ(z)
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is independent of Z and directly computable via the energy function Eθ. Once the discrepancy is
estimated we can minimize the same over the parameters of our energy model θ. The entire procedure
is analogous to training a GAN [3], hence the name adversarial training. The discrepancy estimator
Cψ can be thought of as an adversary or critic, while the generator is the energy model Eθ. As such
we will sometimes refer to the discrepancy estimator as a "critic". For our current purpose of learning
an energy model over graphs, we set q to be the empirical distribution of graphs from the data. The
model probability p is chosen to be an energy model given by an EDPGNN (parameterized via θ);
which makes our distribution inherently permutation invariant. Adversarially learnt models often
produce realistic but non-diverse samples [29], however incorporating domain knowledge into the
adversary can help alleviate such issues [36]. Our approach allows us to bring domain insights into
both the generator Eθ and the critic Cψ

3.1 Noise Smoothening and Critic Regularization

Since the empirical distribution q over graphs is discrete while the pθ is continuous the ideal critic
can easily distinguish the two leading to large gradients and unstable training. In our experiments
clipping or norm-regularizing the critic parameters ψ were not sufficient to alleviate the problem. As
such to stabilize the training we employed multiple tricks. First in each minibatch we add Gaussian
noise N (0, σ2) to the adjacency matrices of the graphs and symmetrize them 1 before using the
matrices as inputs. Secondly instead of using a single noise variance we used multiple values of σ2

at the same time during training to get different corruptions of the same graph. Thirdly instead of a
single critic we use a series of noise conditioned critics Ciψ,σi

which are regularized by parameter
sharing. Finally we add extra regularization to the critics by trying to reduce their power against a
Gaussian kernel-density estimate pKDEh (x) of the distribution. More details of the exact procedure
are available in the Appendix A.

The overall training procedure is presented in Algorithm 1

Algorithm 1 Adversarial Stein Training for Graph Energy Model

Require: Critic architecture Cψ , EBM architecture Eθ, data D = {Aj}nj=1, noises {σi}ki=1
Require: Hyperparameters: Regularization λK , λL2 , Critic Update Steps Citer, Total Iterations T

for T iterations do
Sample AG from D
qGi = SYM(N (AG, σ2

i ))∀i ∈ [1 . . k]
for Citer iterations do

Sample AC from D
qCri = SYM(N (AC , σ2

i ))∀i ∈ [1 . . k]
Update ψ with∇ψ

∑
i

(
S(qCri , Eθ, Cψ,σi)− λK |S(qCri , pKDEσi

, Cψ,σi)|
)
− λL2 |ψ|2

end for
Update θ with −∇θ

∑
i

(
S(qGi , Eθ, Cψ,σi

)
)

end for
Return resulting model Eθ

3.1.1 Graph Sampling

Once we have a trained energy model, we use the following procedure to sample new graphs from
the distribution. We first obtain the number of nodes N in the graph. For this the approach of Ziegler
and Rush [39], Niu et al. [27] is taken which samples from the empirical multinomial distribution of
node sizes in the training data. Once N is fixed, we can sample matrix A ∈ RN×N via Langevin
dynamics on the energy function Eθ.

4 Experiments

We present empirical findings regarding our training method here. The results show this method can
be used to learn good-quality generative models.

1SYM refers to symmetrization operation
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Model Community-small Ego-small

Deg. Clus. Orbit Avg. Deg. Clus. Orbit Avg.

GraphVAE 0.350 0.980 0.540 0.623 0.130 0.170 0.050 0.117
DeepGMG 0.220 0.950 0.400 0.523 0.040 0.100 0.020 0.053
GraphRNN 0.080 0.120 0.040 0.080 0.090 0.220 0.003 0.104
ASTRAGEM 0.050 0.124 0.026 0.067 0.045 0.090 0.006 0.047

Table 1: MMD results of various graph generative models

Community Graph Learning We train EBMs on the two community graph datasets used com-
monly for graph learning You et al. [38] :

• Ego-small: 200 graphs with 4 ≤ |V | ≤ 18, obtained from the Citeseer network.

• Community-small: 100 two-community graphs with 12 ≤ |V | ≤ 20 that were generated
procedurally,

We compare our approach against other recent generative models like GraphRNN [37], GraphVAE
[31] and DeepGMG [22]. The evaluation method followed is the same as the one prescribed in You
et al. [37] which computes MMD scores between generated samples and the test set for 3 graph
statistics: degree, orbit,and cluster. Our results are summarized in Table 1 where we can see our
method outperforms other methods on most metrics.

Molecule Generation The goal of molecule generation is to learn a distribution of valid molecules
from a database of molecular structures. A molecule can be represented as a graph with the atoms
becoming nodes, and the atomic bonds becoming edges. All the nodes and edges have associated
categorical information about the type and nature of the atoms and bonds respectively. We test the
performance of ASTRAGEM on the Zinc250k dataset [18].

(a) Training data (b) ASTRAGEM samples

Figure 1: Samples from the training data and ASTRAGEM on the Zinc250k dataset [18]

Our current approach only learns the graph structure and not the node and edge labels which makes
comparison with existing works on the dataset difficult. As such we refrain from making any
comparisons and instead present some samples as generated by our model in Figure 1.

5 Conclusion

This work explored an adversarial training approach based on Stein Divergence to learn an EBM
for model graph distributions. The results show our method has potential to be a useful generative
models for molecular graphs. Our method can be considered a version of adversarial inference, which
opens up possibilities of bringing other advances in the field [9] into learning generative models from
graphs. Furthermore, while these preliminary results seem promising, more research is needed to
successfully use our model for generation of full molecular graphs i.e all atom and bond features.
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A Noise Smoothening and Regularization

Since the optimal critic C for a pair of distributions p, q need not be optimal for another pair, instead
of a single critic using multiple critics was far more effective. We use a series of critics Ciψ that are
conditioned on their corresponding noise levels. These are regularized by sharing parameters across
the critics. For this purpose we use the following structure for the layers in the critic. Each MLP
layer fj in the noise conditional critic Ciψ is given as

fj,i(A) = Activation((WjA + bj)αi + βi)

where αi, βi are individual parameters for each noise level σi and Wj ,bj are layer parameters
shared across all critics. This strategy was also utilized in Niu et al. [27] to learn a family of noise
conditioned score functions. Furthermore a Gaussian kernel-density estimate of the distribution is
further used to provide extra regularization to the critics. Recall that for a set of samples A1..N drawn
from any distribution, its kernel density estimate is given by:

pKDEh (x) =

N∑
n=1

Kh(x−Ai)

where Kh is the Gaussian kernel function with bandwidth h i.e Kh ∝ exp
(
−(x−Ai

h )2
)
. For

simplicity we set the bandwidth to be the same as σi.

B Edgewise Dense Prediction Graph Neural Network

Niu et al. [27] devised Edgewise Dense Prediction Graph Neural Network (EDPGNN) to learn
generative models for graphs. We briefly summarize their architecture here. EDPGNN extends
a standard message passing model with two additions a) EDPGNN have an edge update function
along with a node update function and b) EDPGNN is equipped with multiple channels akin to a
convolutional network. The message passing and update operation for an EDPGNN with C channels
and T message passing steps is given as:

mt+1
[c,v] = At

[c,v,w]h
t
w ∀c ∈ {0, 1, ..C}

ht+1
v = MLPNode

t (CAT[m̃t+1
[c,v] + (1 + ε)mt

w]c∈{0,1,..C})

At+1
[c,u,v] = SYM(MLPEdge

t (At[c,u,v], h
t+1
u , ht+1

v ))

where CAT refers to concatenation operator and SYM refers to the symmetrization operator which
symmetrizes a matrix. The basic idea is to encode different variations of the same graph in different
channels, and compute messages across them. Then for prediction or node updation we aggregate
information across channels via flattening the messages into a single vector.

C Related Works

Niu et al. [27] proposed a permutation invariant generative model for graphs based on DSM procedure.
The architecture of the energy network in our work is the same as the one presented posed by them.
The key difference between our work and [27] is two fold. Firstly instead of score matching we have
an adversarial training procedure which leads to better samples. Secondly since Niu et al. [27] try to
learn the score gradients directly, their model does not provide a density model and cannot be used to
assess either the likelihood or unnormalized density of data samples.

[15] proposed minimizing the Stein divergence to learn an implicit sampler for a given unnormalized
probability model. Their approach backpropagates the gradients of the Stein discrepancy S to the
sampler via the reparametrization trick [21]. [28] introduced a similar adversarial objective for
a different family of critic functions. Stein divergence based training methods for unnormalized
models have also been proposed [13, 15]. Multiple works [25, 15, 24] have used the Stein divergence
restricted to RKHS to build goodness of fit tests.
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Multiple non-sampling methods train non-normalized models have been proposed in literature.
Hyvärinen [16] proposed a score matching (SM) procedure which minimizes the Fisher divergence.
Another method known as Denoising Score Matching (DSM), based on score matching with noise
perturbed data was proposed by Vincent [34]. Our use of noise conditioned critics has similarities to
the use of noise conditioned scores in DSM [32]. Training of graph EBMs was also recently explored
[? ]. However these models relied on MCMC based methods and were not permutation invariant.

Another class of graph generative models is based on variational flows [26]. Similar to autoregressive
models, these are trained via maximum likelihood estimation estimation. While in principle these
models can include constraints, in practice these works found that to be detrimental for model
performance.
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